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Abstract—Elaboration of methods of monitoring of biochemical reactions with DNA strands is nec-
essary to solve one of the main problems in creation of biocomputers—improvement of fidelity of
molecular DNA computations. In this paper, the results of solution of inverse two-parameter problems
of laser Raman spectroscopy on determination of the types and concentration of DNA nitrogenous
bases in multicomponent solutions are presented. Comparative analysis of the three used methods of
solving these problems has demonstrated convincing advantages of artificial neural networks and of
the method of projection to latent structures. Use of adaptive methods allowed achieving the accuracy
of determining the concentration of each base in two-component solutions about 0.2—0.4 g/L.
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INTRODUCTION

Discoveries of the last decades in biochemistry allowed us to understand the natural ways of storing,
processing and information transfer in biological systems. In turn, modern molecular and information
technologies have facilitated the development of different ways to put information into biomolecular envi-
ronment and its reading. This gave impetus to the development of the concepts and practical creation of
biocomputers [1, 2].

It is known that in living cells genetic information is encoded in the molecule of deoxyribonucleic acid
(DNA). DNA provides storage, transfer from generation to generation and realization of genetic program
of development and functioning of living organisms [3, 4]. These unique properties of DNA are the basis
of molecular calculations. For the first time, DNA molecules were used to solve the problem of passage of
a directed graph by Adleman [5, 6]. The information about the edges and the vertexes of the graph was
encoded using DNA strands, and the process of discovering a solution to the problem—a Hamiltonian
path through the graph—was to carry out a series of biochemical reactions and to find the “right” DNA
chain by means of isolation, sorting, and sequencing the resulting chains [6]. The “computing device” was
a test-tube with an aqueous solution of DNA chains. The suggested approach has been developed in the
works of Lipton for hacking one of the systems of encryption—DES (Data Encryption Standard System),
with 256 different ways to encode information [7]. The algorithms for solving problems with DNA chains
proposed by Adleman and Lipton [5—7] have found their development in the works of many scientific
groups.

In [8, 9], molecular DNA computing was used to solve the problem of scheduling first for 2 lifts in a
6-storey building, and then for multiple lifts in a high-rise building. The authors of [10] developed the
algorithm to solve the problem of the theory of graphs (routing in communication and transport sys-
tems)—optimal cable trench problem (CTP). Using biochemical reactions (polymerase chain reaction,
denaturation, renaturation, etc.) and special temperature conditions in solutions of long DNA chains, the
authors of [11] have created a random number generator. In [12], molecular calculations were used to find
structural errors in Rule-Based Systems (server of business rules execution). The authors of [13] proposed
an algorithm for encryption and decryption, based on molecular DNA computing.
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Now it is evident that molecular computing is very promising for the development of computer tech-
nology. However, research in this area encountered a number of difficulties, primarily, the problem of the
fidelity of calculations. Molecular computing is a set of biochemical reactions involving the DNA chains
of various lengths, with different concentrations in the solution. These reactions are carried out at various
temperatures, in various buffer solutions, etc. In process of such complex operations, errors associated
with loss of substance during the reaction, random point mutations in DNA molecules, violation of the
conditions of the reaction, are possible. In real experiments, for example, loss of DNA molecules can
reach 10% of the initial mass, while elimination of even 1% of the DNA molecules from the computation
process leads to incorrect solution of the problem. This means that the problem of monitoring errors in
molecular calculations is extremely important: it is necessary to monitor the concentration of DNA mol-
ecules and the conditions of the reactions during the whole time of the biochemical reactions. It is obvious
that the methods of such monitoring should be non-invasive, express, operated in real-time. In addition,
it is necessary to develop an approach that could simultaneously identify and control the largest number
of parameters of DNA solutions. This study is devoted to elaboration of such methods.

It is known that laser Raman spectroscopy can provide a method that is noninvasive, remote, rapid,
and able to work in real time. Raman spectroscopy has been successfully used to study the structure and
properties of DNA molecules [14, 15]. In Raman spectra of DNA molecules the lines corresponding to
vibrations of the backbone of DNA and nitrogenous bases (adenine, guanine, thymine, cytosine) are iden-
tified [14], the markers of each base are identified too [15]. In [16, 17] it is shown that Raman spectros-
copy is the basis of the non-invasive express method for determination of the total concentration of DNA
molecules in a solution and the concentration of certain nitrogenous bases in single-component solutions
by the calibration dependences of the intensity of the Raman markers on the concentration.

In the context of solution of the problem of monitoring eventual errors in process of molecular calcu-
lations, determination of concentration of individual nitrogenous bases in DNA solutions (i.c. in presence
of the other nitrogenous bases) is the most important problem. This is due to the fact that information is
encoded in the sequence of nitrogenous bases, so one can conclude about loss of information when the
concentration of at least one nitrogenous base changes. Thus, it is necessary to create a method providing
the ability of measurement and monitoring of the concentration of every nitrogenous base in DNA solu-
tion in presence of the three other bases. This is the multi-parameter inverse problem of Raman spectros-
copy of DNA. In solving such problems, the technique of artificial neural networks (ANN) proved to be
successful [18—21]. For many ill-posed inverse problems, such properties as training by real examples, sta-
bility to noise, stability to contradictory data, allow ANN to overcome traditional methods of solving
inverse problems by efficiency [20]. Earlier, the authors of this paper successfully applied ANN to solve
such problems of laser spectroscopy as extraction of a weak signal against a strong fluorescent background
[22], identification of the type and determination of the concentration of dissolved salts in multi-compo-
nent aqueous solutions by Raman valence band of water and by full Raman spectra of the solutions [21].

In this study, the results of the solution of two-parameter inverse problems of identification of nitrog-
enous DNA bases and of determination of their concentration by Raman spectra of DNA solutions are
presented. The solution of such problems is necessary to improve the fidelity of molecular DNA calcula-
tions, i.e. to create methods of monitoring the reactions with DNA strands in remote mode in real-time.

MATERIALS AND EXPERIMENT

In DNA molecular calculations, the value of concentration of DNA molecules—the “working sub-
stance” in the solution—is one of the most important parameters. According to the literature data, this
value can vary in a wide range—from units [23] to tens [24] g/L depending on the problem. Such content
of DNA molecules in the solution provides the opportunity of use of Raman spectroscopy in its traditional
variant, when Raman signal is collected from the bulk of the solution. Such variant allows monitoring of
practically the whole volume of the “working substance”.

The following solutions of adenine, guanine, cytosine in buffer (1 M NaOH in water) were prepared:
(1) single-component solutions of all nitrogenous bases in the concentration range 0—20 g/L with incre-
ment 1 g/L; (2) two-component solutions of (guanine + cytosine) and (adenine + cytosine) in the con-
centration range of each base 0—20 g/L with increment 1 g/L. In one of the two-components solutions the
bases were complementary to each other (guanine + cytosine), and in the other one—non-complemen-
tary (adenine + cytosine).

Raman spectra of DNA solutions were obtained using a spectrometer consisting of an argon laser
(wavelength 488 nm, power 250 mW) and the system of registration composed of a monochromator
(Acton) and a CCD-camera (Horiba Jobin-Yvon). Spectra were measured in the 90-degree scattering
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Fig. 1. Raman spectra of single-component solutions of guanine and cytosine and of two-component solution (guanine +
cytosine). The concentration of each base in all solutions is 10 g/L.
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Fig. 2. Low-frequency region of Raman spectra of single-component solutions of guanine and cytosine and of their two-
component solution. The concentration of each base in all solutions is 10 g/L.

geometry with practical resolution 1 cm~! in the range 200—4000 cm~!. Spectra processing included sub-
traction of a fluorescent pedestal and normalization by the area of water Raman valence band (in order to
eliminate the influence of instability of laser power on the obtained spectra).

Methods of Determination of the Concentration of the Nitrogenous Bases
by Raman Spectra of DNA Solutions

For guanine, cytosine, and adenine, the database of experimental Raman spectra of single-component
solutions of each base and of two-component solutions (guanine + cytosine) and (adenine + cytosine)—
total 465 spectra with different concentration of the bases—was obtained. In Fig. 1, the spectra of single-
component solutions of guanine and cytosine and of two-component solution of (guanine + cytosine)
with the concentration of each base 10 g/L are presented. The broad high-intensity band near 3400 cm™!
and the band near 1600 cm~' are Raman valence and bending bands of water, respectively. The narrow
Raman peaks of own vibrations of the nitrogenous bases are situated in the region 600—1600 cm~'[14, 15].

The main characteristic Raman bands of all DNA bases are situated in the low-frequency region of
Raman spectrum. This region of the spectrum is shown in Figs. 2 and 3.

As it can be seen in Figs. 2 and 3, in the region 500—1600 cm~! each of the nitrogenous bases has a set
of Raman spectral lines, which substantially overlap with each other. This complicates analysis of the
spectrum, but, nevertheless, it is possible to select the marker lines that are specific for each of the bases.
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Fig. 3. Low-frequency region of Raman spectra of single-component solutions of adenine and cytosine and of their two-
component solution. The concentration of each base in all solutions is 10 g/L.

Guanine has the marker line with maximum at 650 cm~!, adenine has the marker with maximum at
720 cm™!, cytosine has the marker with maximum at 790 cm™!.

Method 1. Determination of DINA nitrogenous bases concentration using the calibration dependencies
of intensity of marker spectral lines. The intensity of spontaneous Raman bands of a substance is directly
proportional to its concentration in the solution. If experimentally obtained calibration dependences of
the intensity of Raman markers of nitrogenous bases on their concentration in the solution are available,
one can solve the inverse problem—determine the concentration of the nitrogenous base in the solution
using the intensity of its marker and the corresponding calibration dependence [16, 17]. For multi-com-
ponent solutions, the problem is how the accuracy of measuring the concentration of a single base is
affected by the presence of other bases in the solution. In addition, as it can be seen in Fig. 1, the Raman
spectrum of guanine solution has a broad band of fluorescence, which complicates the determination of
the intensity of bases markers by DNA solution Raman spectra.

Method 2. Method of projections to latent structures. As it can be seen in Figs. 1—3, Raman spectra of
single- and two-component solutions of DNA nitrogenous bases have a set of own lines, many of which
overlap, are poorly resolved, and are combined into a common band. It is obvious that correct selection
of marker lines of the bases for the use of method 1 is extremely difficult. In addition, fluorescence of cer-
tain bases is possible. This also prevents extraction of markers of the bases. These difficulties prompted
application of the technique of adaptive algorithms, using the “experiment-based” approach [20], to solve
the inverse problems of molecular DNA computing. In the “experiment-based” approach, a regression
model is formed directly on the experimental data, what provides taking into account interactions in the
solution and, accordingly, the characteristics of the Raman spectra of multicomponent solutions of DNA
bases. One more advantage of this approach is that the model is formed taking into account real experi-
mental noise.

Projection methods [25—27] are widely used for solving different problems of spectroscopy [28, 29].
Earlier, the authors have demonstrated the advantages of using the method of projections to latent struc-
tures, or partial least squares (PLS), to determine the concentrations of inorganic salts in aqueous solu-
tions by Raman spectra [30, 31]. The essence of the PLS method is interdependent decomposition of
matrices X (the matrix of spectra) and Y (the matrix of concentrations) according to the principle of prin-
cipal component analysis (PCA). The difference is in the fact that in the calculation of each principal
component of matrices X and Y, a common matrix of scores (coordinates of samples in the space of prin-
cipal components) is used. This provides taking into account the interconnection of the matrices X and Y
during formation of the vectors of loadings (the basis of PC space). On the basis of the latter, the matrix of
regression coefficients Y = XB, which provides solution of the inverse problem, is created.

Method 3. Application of artificial neural networks. A serious disadvantage of the method of PLS is that
when a regression model is created, only linear interconnections in the data are used. In the presence of
nonlinearities this leads to a serious deterioration in the quality of solution of the inverse problem [28].
Therefore, to construct a regression model taking into account possible nonlinearities, ANN were used,
whose training was also carried out within the framework of the “experiment-based” approach.
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Fig. 4. Calibration dependences of Raman intensity of marker lines of nitrogenous bases on the concentration of each of
the bases in the corresponding single-component solutions.

RESULTS AND DISCUSSION

Determination of DNA Nitrogenous Bases Concentration by the Calibration Dependencies
of Intensity of Marker Spectral Lines (Method 1)

For single-component solutions of all DNA nitrogenous bases, the experimental dependencies of the
intensity of Raman signal in maxima of their marker spectral lines on the concentration of the corresponding
base were obtained. These dependencies are approximated by straight lines (Fig. 4). Using the constructed
calibration dependencies, the concentration of each nitrogenous base in two-component solutions of DNA
bases was determined. To reduce the influence of fluorescent background when measuring the intensity of
the Raman marker line, this pedestal was approximated by a polynomial curve and subtracted. For guanine,
the marker line with maximum at 646 cm~! was used, for adenine, that with maximum at 722 cm~! was used,
and for cytosine, the marker line with maximum at 793 cm~! was used (Fig. 4).

The calculations showed that the accuracy of determining the concentration of each base in two-com-
ponent solutions by the obtained calibration dependencies was from 0.6 to 1.2 g/L. The results are pre-
sented in Table 1.

Determination of DNA Nitrogenous Bases Concentration Using
the Method of Projections to Latent Structures (Method 2)

In this study, two 2-parameter inverse problems of determining the concentrations of the DNA nitrog-
enous bases for each two-component solution (adenine + cytosine) and (guanine + cytosine) were solved.

Table 1. The errors of determination of bases concentration in two-component solutions obtained using methods 1 and 2

Method Adenine Cytosine Guanine Cytosine
of determination (with cytosine) (with adenine) (with cytosine) (with guanine)
of concentration AC, g/L AC, g/L AC, g/L AC, g/L
Method 1
By the intensity 0.64 1.14 1.22 0.52

at the maximum
of the marker line

Method 2
PLS

0.18 0.23 0.37 0.23
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Table 2. The errors of determination of bases concentration in two-component solutions obtained using method 3

Adenine Cytosine Guanine Cytosine
Method 3 (+ cytosine) (+ adenine) (+ cytosine) (+ guanine)
AC, g/L AC, g/L AC, g/L AC, g/L
Architecture (1824) — 16 — 8 — 2
Without selection 0.32 0.31 0.38 0.29
Selection by StD 74%/1472%* 0.27 0.27 0.38 0.29
Selection by CC 417/1426 0.34 0.30 0.45 0.30
Selection by CE 262/1371 0.25 0.24 0.47 0.31
Selection by PLS 1450/1415 0.34 0.27 0.41 0.29
Selection by PLS 218/891 0.31 0.22 0.45 0.30
Architecture (1824) —8 —6—4—2
Without selection 0.29 0.21 0.36 0.31
Selection by StD 436,/1472 0.27 0.20 0.36 0.33
Selection by CC 975/1426 0.36 0.27 0.49 0.27
Architecture (1824) — 16 —8 —4 —2
Without selection 0.30 0.27 0.35 0.27

* The number of selected input features in the problem (adenine + cytosine).
** The number of selected input features in the problem (guanine + cytosine).

To implement the “experiment-based” approach, the whole obtained array of Raman spectra of single-
and two-component solutions for each problem was randomly divided into training, test and examination
sets according to ratio 70 : 20 : 10. To maintain due representativity of data, each of the data sets included
samples with both boundary and middle values of bases concentrations. For the problem (adenine +
cytosine), the ratio of the spectra in the pointed data sets was 164 : 46 : 23 (total 233 spectra), for the prob-
lem (guanine + cytosine) it was 163 : 46 : 23 (total 232 spectra).

In solving the problem by the method of PLS, the formation of the regression model with knowingly
excessive number of components was performed on the training set. Further, based on the values of mean
absolute error of determination of nitrogenous bases concentrations on the test set, the choice of the opti-
mal number of PC was performed. For out-of-sample estimation of the quality of the inverse problem
solution, the examination set was used. The results are presented in Table 1. It should be noted that small
discrepancy between the results on test set and examination set demonstrates the adequacy of the gener-
ated regression model.

The calculations showed that the highest accuracy of determining the concentration of each base in the
two-component solutions, provided by the PLS method, was from 0.2 to 0.4 g/L.

Determination of DNA Nitrogenous Bases Concentration Using
Artificial Neural Networks (Method 3)

ANN training was performed using the training set. The test set was used to prevent noise memoriza-
tion by the network and network overtraining. The accuracy of solution of the inverse problem was evalu-
ated using the out-of-sample examination set.

Several architectures of neural networks were used—perceptrons with 2 and 3 hidden layers. To elim-
inate the influence of weights initialization on the point of convergence of the training process of neural
networks, training was repeated 5 times for each architecture, with different initial weight values. The best
results of the application of various architectures are presented in Table 2. In the architecture designation,
the numbers of neurons in its layers are indicated. For the input layer, the number of input features is
shown in parentheses, because it changes as a result of compression of the input data (see below). For all
architectures, the following values of parameters of ANN and its training were used: gradient-based learn-
ing method, logistic transfer function in the hidden layers, linear in the output layer, learning rate 0.01,
moment 0.5. Training stopped after 500 epochs after minimum of error on the test dataset.
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Working with spectroscopic data, one often meets the following problem: the number of samples for
training is much less than that of spectral channels (inputs of the network). At the same time, it is obvious
that not all points of the spectrum are equally informative. The number of spectral channels in the
obtained Raman spectra was 1824. This means that the inverse problem of determination of concentration
by Raman spectra is an ill-posed inverse problem with high input dimensionality. One of the ways to
increase the accuracy of determination of the desired parameters is reduction of dimensionality of the
problem using selection of significant features [30].

In this study, the selection of the most significant features had been implemented in several ways: selec-
tion by the absolute value of the standard deviation (StD) of the intensity in each channel, selection by the
values of cross correlation (CC) or by the values of cross entropy (CE) between the input and output fea-
tures, and the selection based on the evaluation of weighted loadings of the PLS model.

In the first case, the selection is based on the fact that the amount of information contained in each
input feature (i.e., spectrum channel), is proportional to the entropy of this channel, which, in its turn, is
proportional to the standard deviation of the values in the channel. However, some of the information
contained in the channel can be not related to the solved problem.

The values of CC and CE evaluate the relationships that are relevant to the solved problem. However,
the values of CC takes into account only linear relationships; and the accuracy of the estimation of the CE
in this case is low because of the small number of samples available.

The absolute values of the weighted loadings indicate to what extent the information of channels was
used in the formation of the PC vector. The final regression model includes more than a dozen of PC, and
thus all of them should be used to evaluate the significance of channels. It should be noted that different
PC have different significance for the model, and their positive impact decreases with the increase of the
number of PC [32]. Eventually, the weighted sum of the values of weighted loadings for each channel, nor-
malized to its maximum value, was used to evaluate the significance of this channel. As weights in this
weighted sum, the values of mean squared error of the inverse problem solution using the PLS model with
the given number of components were used. Thus, the weights for the first PC were equal to one, and for
subsequent PC they decreased with the same dynamics as the values of StD in solving the problem.

The results (average absolute errors) of the inverse problem solution using neural networks trained on
the complete set of input features and using various techniques of selection of input features are presented
in Table 2. The presented results show that the highest accuracy of determining the concentration of each
base in two-component solutions, provided by ANN, is from 0.2 to 0.4 g/L.

COMPARATIVE ANALYSIS OF THE USED METHODS

The results in Tables 1 and 2 show that the adaptive methods provide appreciably more precise solution
for the two-parameter inverse problems of determination of the concentration of nitrogenous bases in
two-component solutions in comparison with the method of determination of the concentration using the
calibration dependencies of intensity of Raman markers of bases on their concentration. The improve-
ment in the precision is 2—3-fold on the average.

The methods of PLS and ANN provide almost the same accuracy of measurement of the concentration
of DNA nitrogenous bases in two-component solutions, which is 0.2—0.4 g/L, with some advantage of the
method of PLS. A similar trend was already found by the authors in applying PLS and ANN techniques for
solving five-parameter inverse problem of laser spectroscopy of multi-component aqueous solutions of salts
[33]. In the case of weakly nonlinear interactions and of small number of components in solutions, the higher
accuracy of problem solution is provided by the method of PLS. The advantages of this method also include
a much lower computational cost and the ability to work with a small amount of data.

When the number of components increases and, accordingly, the interactions in the solutions
strengthen, the ANN method provides better results [33]. It can be explained by the fact that ANN trained
on real experimental spectra can take into account all types of molecular interactions and processes occur-
ring in the solutions, including all non-linear effects. For calibration dependencies of intensity of markers
on the concentration of the corresponding bases (method 1), these interactions are factors that can impair
the accuracy of determining the concentration of substances.

When ANN (method 3) was used to solve the problem for (guanine + cytosine), none of the methods
of input feature selection could provide increase in the accuracy of the problem solution. The selection of
input features by the absolute value of the standard deviation, i.e. with the method that preserves the larg-
est amount of information, provided a small improvement in the solution of the problem for (adenine +
cytosine). It can be explained by the fact that each of the spectral bands of the complex Raman spectrum
of DNA solutions may contain some useful information about the characteristics and concentration of the
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nitrogenous bases in solutions, and simultaneous taking into accounting of this information allows reduc-
ing the error in determining the concentrations. Selection of input features by the CE value and by the
method of PLS also succeeded in improving the solution of the problem (Table 2).

CONCLUSIONS

This paper presents the results of solving two 2-parameter inverse problems of laser Raman spectros-
copy on identification of DNA nitrogenous bases—adenine, guanine and cytosine—and determination
of their concentrations in two-component solutions. To solve these problems, the following three methods
were used: (1) using calibration dependencies of intensities of marker spectral lines on the concentration
of the corresponding bases; (2) the method of PLS—projections to latent structures (partial least squares);
(3) artificial neural networks (ANN).

The comparative analysis has shown that the adaptive methods—PLS and ANN—provide higher
accuracy in determining the concentration of each of the three bases by Raman spectra: 0.2—0.4 g/L,
which is 1—-2% by the weight of the amount of DNA molecules involved in biochemical reactions. This
accuracy of determining the loss of the “working substance” in molecular DNA computations has the
same order as the maximum acceptable loss for the correct operation of computing biodevice (see Intro-
duction). Thus, the obtained results demonstrate the principle possibility and efficiency of application of
Raman spectroscopy in combination with adaptive methods for non-invasive express monitoring of the
concentration of individual nitrogenous bases in the process of molecular DNA computing. The perspec-
tive of this study is solution of 4—5 parameter inverse problems using adaptive methods.
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