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Abstract—This study provides comparative analysis of application of artificial neural networks and
method of projection to latent structures (partial least squares) for simultaneous determination of
types and concentrations of dissolved inorganic salts in multicomponent water solutions by Raman
spectra. It is shown that the method of projection to latent structures has several advantages, such as
the quality of the solution and the time of construction of a regression model, when solving problems
with low level of nonlinearity.
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INTRODUCTION

It is well known that artificial neural networks (NN) are a class of mathematical algorithms that dem-
onstrate high efficiency in solving problems of approximation, forecasting, evaluation, classification and
pattern recognition. NN are also widely used in solving inverse problems (IP), where their properties such
as training by example, high noise immunity, resistance to contradictory data [1, 2] play a special role. In
addition to NN, the methods that are able to solve problems of this type are projection methods. One of
the most efficient of them is the method of projection to latent structures (PLS), or partial least squares
[3], which has been successfully used to build regression models and classifiers [4—7]. This paper presents
comparison of methods for IP solving at the example of the complex IP of determination of types and par-
tial concentrations of inorganic salts in multicomponent aqueous solutions by their Raman spectra.

The problem of determining the concentrations of substances dissolved in water is very important for
oceanography, environmental monitoring and control of mineral, industrial and waste waters. This prob-
lem requires to be solved in a non-contact express mode with acceptable accuracy.

Raman spectroscopy method satisfies these requirements. The principle possibility of using Raman
spectra for diagnostics of solutions is due to their high sensitivity to the types and concentrations of salts
dissolved in water. In [8, 9], it is proposed to use the Raman spectra of complex ions (such as bands of

NO*-, SOﬁ_, POi_, CO§_ anions near 1000 cm™!) to determine the types and concentrations of salts in
water. Anion type can be determined by the position of its spectral band, its concentration—Dby its inten-
sity. However, this method can only be used for analysis of substances with their proper Raman bands, i.e.
of salts with complex ions. The authors of [ 10—13] have suggested and developed methods for determining
concentrations of dissolved salts by Raman valence band of water, including methods based on artificial
neural networks [12, 13].

The method of identification and determination of individual concentrations of salts, used in this
paper, can work with salts containing both complex and simple ions. The method was first proposed by the
authors in [14] and developed in [15—18]. Presence of complex ions in the solution is most easily deter-
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mined by the presence of their peaks in the low-frequency region of the Raman spectrum, and their con-
centrations are determined by the dependence of intensity of these bands on the concentration, taking
into account the influence of other salts on this intensity. Recognition and determination of concentra-
tions of simple ions is performed by the change of shape and position of water Raman valence band in
presence of all salts dissolved in water.

Simultaneous determination of individual concentrations of a number of dissolved ions and their iden-
tification are provided by the use of a NN, which performs simultaneous analysis of both areas of the
Raman spectrum (valence and low frequency ones). Application of formal mathematical models is expe-
dient due to the fact that because of complexity of the object there is no adequate physical model capable
of numerical modeling of the dependence of Raman spectrum of the solution on the concentrations of the
dissolved salts, especially taking into account their nonlinear interaction. Therefore, in this paper we apply
the “experiment-based” methodical approach to the solution of the inverse problem [19]. Within this
approach, the data used to build formal models is obtained experimentally, requiring a sufficiently large
number of measurements. To implement this approach, the authors have obtained 8695 experimental
spectra for 4268 different solutions.

Within Method 1, a single NN has as many outputs as there are salts that are determined, and the
amplitude at these outputs is proportional to the concentrations of the corresponding salts. In [15], a
method for solving the IP using NN in two stages (Method 2) was described. At the first stage, a single
common NN detects the component composition of the solution, at the second stage another specialized
NN determines the concentrations of the detected components. This approach was also used in the
present study. In [15] it has been demonstrated that with non-aggregated data (see below) the detection of
the salts at the first stage was nearly always correct, but the results of determination of the concentrations
of the components was in general worse than within Method 1. Apparently, this is due to the extremely
unfavorable ratio of the number of samples and the number of input features for a separate class corre-
sponding to a particular component composition of the solution.

DATA PREPARATION

A diagram and a description of the experimental setup are provided elsewhere [14, 15].

The objects of research were aqueous solutions of salts with significant content in natural waters—
NaCl, NH,Br, Li,SO,, KNO;, Csl. The concentration of each salt in the solution varied in the range from
0 to 2.5 M with concentration step of 0.2—0.25 M.

Initially, each band of the Raman spectrum was recorded into the range 1024 spectral channels wide,
in the frequency range 200—2300 cm™! for the low-frequency band, and 2300—4000 cm~! for the valence
band. For further processing, more narrow informative ranges were selected: 766 channels in the range
281—1831 cm™! for the low frequency band, and 769 channels in the range 2700—3900 cm~' for the
valence band.

Next, the horizontal pedestal caused by light scattering in the cuvette with the sample was subtracted
separately from each band, and each band was normalized to the area of the valence band in the specified
informative range. Then, linear aggregation (summation and averaging) of intensity values in each eight
neighboring spectral channels has been performed over the entire spectral range. In [18], it has been dem-
onstrated that aggregation was the most efficient method of input data dimensionality reduction, and that
it improved the quality of IP solution.

The resulting data array (192 features, 9144 samples) was divided into 31 “combinatorial” classes, dif-
fering from each other by the composition of the salts present in the solution. This array was used to solve
the problem of determining the concentrations of the dissolved salts by NN Method 2 and by
PLS method. In its turn, the array not divided into classes was used to determine the components present
in the solution at the first stage of NN Method 2, as well as to determine the types and concentrations of
components within NN Method 1.

Note that PLS is a linear method. That’s why one of the variants of data preprocessing was as follows:
10, where x was the value of intensity in each spectral channel. This operation transformed transmis-
sion spectra to absorption spectra. However, using the transformed data with neural network methods
didn’t improve the results of the IP solution, because the neural network is a nonlinear approximator itself.

Further processing was separation of the data within each combinatorial class randomly into training,
test and examination sets in the ratio of 70 : 20 : 10, respectively. Sets of each type for all classes were also
united to obtain the set of this type for the full data array. The training set was used to build regression mod-
els. The test set was used to prevent NN overtraining — when the mean squared error on the test set begins
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to increase, NN training should be stopped. The formation of the PLS-regression model was stopped
when convergence on the training set was achieved. To provide an independent estimation, all the results
presented below are for the examination set.

STATEMENT OF THE PROBLEM

Based on the presented results and assumptions [15], we solved the IP on aggregated data with two neu-
ral network methods described above (in one or in two stages). The assumption on the efficiency of the
second stage of Method 2 (determination of concentrations) is based on the increase in the ratio of the
number of samples to the number of features for an order of magnitude after aggregation. Also, the deter-
mination of the concentrations of components for each corresponding combinatorial class was conducted
by PLS.

In all the computational experiments described below, the neural network solution of the problem was
obtained with the perceptron with three hidden layers containing 40, 20 and 10 neurons. It should be
noted that other computational experiments using perceptrons with different numbers of hidden layers
and neurons were also conducted, but the architecture 40—20—10 has shown the best results. In the output
layer, linear activation function was used, in the hidden layers—Ilogistic activation functions. The follow-
ing training parameters were used: learning rate 0.01; learning moment 0.5; stopping criterion—
1000 training epochs after minimum error on the test data set. To eliminate the influence of the NN
weights initialization on the result, 5 neural networks with various initial approximations of weights were
trained in each case, and their results of the IP solution were averaged.

PLS model was based on the NIPALS algorithm for 25 components. The stopping criterion was the
convergence of the algorithm on the training set. During IP solution, the smallest value of the mean abso-
lute error (MAE) was chosen for the given salt in the given combinatorial class depending on the amount
of the components used.

COMPUTATIONAL EXPERIMENTS AND THEIR RESULTS

Table 1 presents the values of MAE for determination of the concentrations of each salt for each com-
binatorial class obtained with NN Method 1; Table 2—those obtained with NN Method 2; Table 3—
those obtained by PLS method on initial data, Table 4—those obtained by PLS on data preprocessed by
transformation of transmission spectra to absorption spectra. The cells marked by filling of two corners
contain the smallest value of the MAE among the results of use of all methods; those marked with diagonal
stroke contain the best result of the solution obtained by more than one method.

In general, the worst IP solution result was demonstrated by NN Method 2, where a separate NN was
trained for each combinatorial class. The value of the average (over all salts and classes) total MAE was
0.02787; the best results of determining salt concentrations in comparison with other methods were
observed in only 14 of 80 cases, the absolute best in 11 cases (see Table 2).

More convincing results of the IP solution were achieved by the universal neural network trained
simultaneously to identify the composition of the solution and to determine the concentrations of the
components. The value of the average total MAE was 0.02605, the best results of determining salt concen-
trations in comparison with other methods were observed in 29 of 80 cases, the absolute best in 23 cases
(see Table 1).

The method of constructing the PLS-regression models for each combinatorial class on initial data was
somewhat more efficient. The value of the average total MAE was 0.02453; the best results were demon-
strated in 32 of 80 cases, the absolute best in 11 cases (Table 3).

The best results were demonstrated by the method of constructing the PLS-regression models for each
combinatorial class using preprocessed data. The value of the average total MAE was 0.02378; the best
results were demonstrated in 34 of 80 cases, the absolute best in 10 cases (Table 4).

It should be noted that if there were 5 dissolved salts, the PLS-regression method has shown worse 1P
solution results in comparison with the results of application of neural network methods, both of which in
this case showed similar results. This can be explained by the fact that PLS-regression is a linear regression
method, thus it gives a poor description of strong nonlinear interactions among the components of the
solution. For the same reason, in the case of a single-component solution, the quality of the IP solution
by PLS is much higher than the quality of solution of the same problem obtained by a neural network. A
nonlinear preprocessing of data allowed improving the results of application of PLS-regression method to
complex water solutions.
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Table 1. The mean absolute error (MAE) on examination set for determination of the concentrations of salts in dif-
ferent combinatorial classes by neural network Method 1. The marked results are best among all the methods

Class number | tmber NaCl NH,Br Li,SO, KNO, Csl

1 1 0.054

2 1 0.024

3 I 0.007

I 0.013

5 1 0.053

6 2 0.030 0.024

7 2 0.035 V' oo L

8 2 0.022 0.033

9 2 V' oooss 0.076
10 2 0042 I 0017 ¥
T 2 0.023 0.014
12 2 0.029 0.028
13 2 0.045 0.037
14 2 V' o016 0.022
15 2 0.015 0.017
16 3 [ 0.033 J 002 [ 0021
17 0.015 0.053 0.039
18 3 0.035 0.023 0.027
19 3 0.018 0.029 0.045
20 3 [ 0.018 J 0.029 0.017
21 3 0.017 0.019 0.018
2 3 0.025 0.018 0.033
23 3 0.031 0.020 0.028
24 3 V' o002 Y ' o5 0.018
25 3 0.026 0.031 0.027
26 4 [ 0.025 J 0.019 0.023 0.021
27 4 0.023 0.018 0.022 0.036
28 4 0.020 0.021 0.019 0.024 |
29 4 Voo Y ' o015 I 0.012 0023 |
30 4 0.020 0.026 0.014 0.020
31 5 r 0.024 Y 0.019 0.022 0.016 0.021
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Table 2. The mean absolute error (MAE) on examination set for determination of the concentrations of salts in dif-
ferent combinatorial classes by neural network Method 2. The marked results are best among all the methods

Class number ﬁ?g‘l’t‘? NaCl NH,Br Li,SO, KNO; Csl

1 1 0.0038

2 1 0.0004

3 1 0.0002

4 1 0.002

5 1 0.001

6 2 0.039 0021

7 2 0.022 0.023

8 2 0.030 0.046

9 2 0.108 0.078
10 2 0.055 0.022
11 2 0.029 0.019
12 2 0.023 V' 0027 Y
13 2 V' o037 ¥ oo
14 2 0.024 0.017
15 2 0.025 0.019
16 3 0.037 0.024 0.026

17 3 0.025 0.118 0.080

18 3 0.036 0.015 0.040
19 3 0.037 0.023 0.032
20 3 0.031 V' oo Y 0.023
21 3 0.032 0027 I 0015
22 3 0.016 0.020 0.025
23 3 0028 [ 0016 ¥ 0.029
24 3 0.027 0.060 0.017
25 3 0.018 i 0.029 ] 0.024
26 4 0.031 002 I 0021 0.017
27 4 0.026 0.018 0.024 0.038
28 4 0.025 0.021 0.020 0.039
29 4 0.030 0.019 0.020 0.025
30 4 0.018 0.021 0.016 0.017
31 5 0.026 0.019 r 0.019 Y 0.016 0.021
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Table 3. The mean absolute error (MAE) on examination set for determination of the concentrations of salts in dif-
ferent combinatorial classes by PLS method on initial data. The marked results are best among all the methods

Class number | Tamber NaCl NH,Br Li,SO, KNO, Csl

I 1 0.0028

2 I ¥ 0.00001 SL

3 1 0.00000927'

4 1 0.00002 1

5 I 0.000016 Y

6 2 0.024 0.024

7 2 0.030 0.026

8 2 0.016 0.042

9 2 0.089 0.083
10 2 7 0.038 0.018
1 2 0.020 0.016
12 2 V' o019 0.029
13 2 0.054 0.041
14 2 0.022 V' o0 Y
15 2 0.030 0.013
16 3 0.045 0.017 0.043
17 3 0.017 0.045 V' o030 Y
18 3 0.029 0.013 0.023
19 3 0.017 002 T 002 ¥
20 3 0.025 0.028 0.017
21 3 0.021 0.017 0.023
2 3 V' o004 Y o014 Y o002
23 3 0.024 0.022 0.026
24 3 0.024 0.025 0.014
25 3 ¥ ooz ¥ o003 [ o0
26 4 0.031 0.017 0.027 0.023
27 4 0.031 0.016 0.022 0.032
28 4 0.018 0.015 0.019 0.026
29 4 0.037 0.020 0.013 0.025
30 4 0.018 0.021 0.019 0.017
31 5 0.040 0.027 0.037 0.025 0.028
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Table 4. The mean absolute error (MAE) on examination set for determination of the concentrations of salts in
different combinatorial classes by PLS method on preprocessed data. The marked results are best among all the

methods
Class number | T\amber NaCl NH,Br Li,SO, KNO, Csl
1 1 0.0026
2 1 0.000021
3 1 0.000013
4 1 0.000018
5 1 0.000042
6 2 0.024 0.024
7 2 0.030 0.026
8 2 0.016 0.041
9 2 0.090 V' 0065 ©
10 2 0.038 0.018
1 2 0.020 0.014
12 2 0.020 0.028
13 2 0.054 0.042
14 2 0.021 0.011
15 2 008 [ 0012 Y\
16 3 0.046 0.017 0.042
17 3 0.017 0.043 0.046
18 3 0.029 0.013 0.023
19 3 0.017 0.022 0.023
20 3 0.024 0.028 0.017
21 3 0.020 ' ooi6 ¥ 0023
2 3 0.015 0.015 0.022
23 3 0.024 0.022 0.026
2 3 0.024 0026 [ 0013 YV
25 3 0.018 0.034 0.021
26 4 0.031 0.017 0.027 0.022
27 4 0.030 0.016 0.021 0.032
28 4 0.018 0.015 0.019 0.026
29 4 0.037 0.020 0.013 0.025
30 4 0.017 000 Y o018 T o006 Y
31 5 0.028 0.019 0.025 0.018 0.021
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CONSLUSIONS

Comparative analysis of different methods for solving the complex inverse problem of determining the
types and individual concentrations of salts in 5-component aqueous solutions by Raman spectra, within
the “experiment-based” approach by the two bands of the Raman spectrum of aqueous solutions—the
low-frequency band (280—1830 cm™!) and the valence band of water (2700—3900 cm~!)—has been per-
formed.

Use of NN to solve this problem turned out to be more efficient within the framework of Method 1
(identification and determination of individual concentrations of all salts in a single stage). Worse results
given by Method 2 (identification of the salts by a single common NN with subsequent determination of
their concentrations by another NN trained specially for the given component composition) may be
explained by the decrease in the ratio of the number of samples and the number of input features when
working with a specific component composition of the solution. Data aggregation reduces this effect, but
it does not eliminate it.

It has been demonstrated that the best results in the cases when the non-linearity of the problem is not
too strong can be achieve by the PLS-regression method. In cases when the non-linearity is more signifi-
cant, transformation of transmission spectra to absorption spectra allows improving the quality of the IP
solution by the PLS-regression method. In the most non-linear cases, the neural network method of the
problem solution remains more efficient.
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